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ABSTRACT

The lack of diverse health data has long been a worry for physicians, public health workers,
healthcare researchers, and others who are concerned about health inequities in the United
States. More data, they argue, that reflects the health issues of a larger number of communities
is vital to providing healthcare that heals and fosters greater wellness among a broad
population. However, robust, diverse health datasets are difficult to obtain due to historic,
systemic, and structural barriers to quality data collection that represents and serves the
interests of racialized and marginalized populations. Generative artificial intelligence,
according to a growing number of healthcare analysts and researchers, might offer a long-
sought solution to the scarcity of diverse health data through synthetic data, artificially
generated data produced by digital technologies rather than produced by real-world events.
These emerging discussions about how generative Al models may be able to fill the gaps in
health data with synthetic data also raise important questions about data ethics and the
development of appropriate tools for the efficacy of computer-generated health data. This field
review highlights key ideas about diversity in health data and interventions to address this
issue. Specifically, it explores discussions about generative artificial intelligence and synthetic
data in a historical context, with an eye toward the ethical and equity implications of expanding
the use of synthetic data to artificially diversify health data. The review concludes by
considering the implications of synthetic data in developing processes for creating
transformative health outcomes that advance health equity.

Keywords: Algorithmic Bias, Artificial Intelligence, Generative Al, Health Data Poverty, Health
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Introduction

A quick Google search for the phrase “Al and healthcare” will yield numerous articles predicting that

artificial intelligence (Al) is the “next frontier” of health and well-being. The potential capabilities of Al
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are certainly seductive and inspire optimism. For example, a recent study reveals that Al can sort
through unstructured (textual) data in electronic health records to identify patients with critical social
needs that make them more vulnerable to disease and illness (Guevara et al. 2024). However, the
researchers indicate that their findings were limited by training and validation datasets that represented
a predominantly White population treated at hospitals in Boston, MA. Thus, despite the promise of Al, the
lack of diverse data to train Al applications remains a well-documented problem (Anmol et al. 2023). To
solve the data sourcing issues, the machine-learning community suggests using Al to generate high-
quality text, images, and other content based on algorithms trained on existing data. In short, they argue
that Al can create synthetic data, data generated by algorithms, to fill in the gaps where diverse data is

hard to obtain or none exists.

On the surface, it seems that Al could generate richer and more nuanced data than real-world data to
reflect larger numbers of people, particularly if that data can be used to create health equity. However,
great caution is necessary. A careful examination of the factors responsible for the lack of diverse data as
well as the methods and metrics for generating synthetic data to fill the void is in order. Inattention to

these factors sets synthetic data up to exacerbate, rather than productively address, health inequity.

A Historical Review of Health Data and Race

Behind every set of data lies a story that illustrates a dataset’s limitations in offering an objective truth.
The history of quantitative data on health outcomes provides insight into how it became the primary
evidence to document and validate racial health disparities. This history offers a better understanding of

the politics behind contemporary calls for more data.
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Comsumption . . . . . . . . ..+ ...+ | 426.50 '
Diseases of the nervous system . . . . . . . . . 307.63
Poeumonia . . . . . . . v« s o v 0 0 o a0 o 290.76
Heart disease and dropsy . . . . . . . .. . .. 172.69
5till and premature births . . . . . . . .. ... 210.12
Typholdfewer . . . . .. .o 0o o r s 44.98

The strikingly excessive rate here is that of consump-
tion, which is the most fatal disease for Negroes. Bad ven-
tilation, lack of outdoor life for women and children, poor
protection against dampness and cold are undoubtedly the
chief causes of this excessive death rate. To this must be
added some hereditary predisposition, the influence of
climate, and the lack of nearly all measures to prevent the
spread of the disease.

We find thus a group of people with a high, but not
unusual death rate, which rate has been gradually decreas-
ing, if statistics are reliable, for seventy-five years. This
death rate is due principally to infantile mortality and
consumption, and these are caused chiefly by conditions of
life and poor hereditary physique.

How now does this group compare with the condition of
the mass of the community with which it comes in daily
contact? Comparing the death rates of whites and
Negroes, we have:

Date, Whites, II Negroes
4 -
NBO0~IB30 . o R e e e - 47.6
MMio-1840 . . L L. L L e o e e 23.7 32.5
1834=18g0® ., . . . . . .. . .. &5 22.69 31.25
18g1-18061 . . . . . . v e e e e 21.20% 25.418

*Tacluding still-births.
1 Excluding still-births.
{ Assuming white population, 18g1-g8, has increased in the same ratio as iBic—go, and
that it averaged 1,086,085 in these years.
{ Assuming that the mean Negro population was 41,500,
This shows a considerable difference in death rates,
amounting to nearly 10 per cent in 1884-1890, and to 4

per cent by the estimated rates of 18g1-18g6. If the

Lo -glc



A page from the Philadelphia Negro discussing the environmental and social conditions that
impacted Black communities’ health in the late nineteenth century. Photo source: W. E.
Burghardt Du Bois, The Philadelphia Negro: A Social Study. New York: Schocken, 1899. Courtesy
of HathiTrust.

Some of the most important historical uses of data to provide empirical knowledge about racial inequity
in health in the United States can be traced to two Black researchers: James McCune Smith, a physician,
and W. E. B. Du Bois, a sociologist and activist. As the first professionally trained Black physician in the
United States, McCune argued in 1850 that the disparate rates of disease and illness among enslaved
Black people were due to their poor living conditions and not to innate racial differences, the common
medical viewpoint at the time (Morgan 2003). Similarly, Du Bois, in his 1899 study, The Philadelphia
Negro, demonstrated that, contrary to contemporary medical and scientific thinking, differences in health
outcomes were not attributed to biological differences, but to environmental and social inequity (Du Bois
[1899] 2023). Du Bois was one of the first researchers to use data to argue that factors such as
unemployment, poor housing, and inadequate food—what we in the twenty-first century would call social
determinants of health—accounted for why Black people in Philadelphia tended to get sick and die earlier
than their White counterparts (Williams and Sternthal 2010). Both McCune and Du Bois’s arguments
countered the late nineteenth-century ascent of eugenics and scientific racism, a set of beliefs and
practices that aim to prove that the genetic makeup of non-White people was inferior. Despite pioneering
data-driven approaches to understanding health differentials, the White science and medical community
largely failed to attribute racial disparities to social conditions over much of the early twentieth century.
Instead, they collected data, for example on tuberculosis, to study the epidemiological structure of the
disease to make arguments for racial pathologies—the belief that certain racial groups, such as Black

people, were predisposed to specific diseases (Roberts 2009).

By the 1930s, a small but growing number of government and private agencies began to heed Black
physicians and scholars of Black life who continued to call attention to socioeconomic data as the root of
health disparities. This, along with advances in medicine and therapeutics, meant that “proposing the
importance of racial predisposition over the sociomedical aspects of the disease became harder to
defend” (Roberts 2009, 78). However, it would take approximately another 50 years for the federal
government to adopt data and research methods to study health disparities as socially situated as

opposed to racially determined.

The Heckler Report made it clear that disparities in the burden of illness
and death experienced by minoritized communities were not solely related
to physiological factors, noting that “the factors responsible for the health
disparity are complex and defy simplistic solutions.”

In 1985, Margaret Heckler, the health and human services secretary for the Reagan administration, built

on the work of the Association of Minority Health Professions, which had documented racial life
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expectancy disparities in a 1983 study (Hangt, Fishman, and Evans 1983), to produce the first
coordinated federal effort to collect health disparity data on a much broader scale. The Report of the
Secretary’s Task Force on Black and Minority Health, also known as the Heckler Report, a landmark
publication by the Department of Health and Human Services (DHHS), attempted to examine the health
issues impacting racially marginalized communities in the late twentieth century. The Heckler Report
made it clear that disparities in the burden of illness and death experienced by minoritized communities
were not solely related to physiological factors, noting that “the factors responsible for the health
disparity are complex and defy simplistic solutions” (Task Force on Black and Minority Health 1985, 7).
This statement reinforced the work of early Black health researchers that pointed to environmental
causes for health disparities and dramatically departed from centuries of scientific racism. One of the
most cited findings from the Heckler Report concluded that health disparities accounted for
approximately 60,000 excess deaths of Black people between 1979 and 1981 and that six causes of death
(heart disease and stroke; homicide and accidents; cancer; infant mortality; cirrhosis; diabetes)
accounted for more than 80 percent of mortality among Black people and racially marginalized
communities (Task Force on Black and Minority Health 1985). The Heckler Report spawned a series of
conferences and symposiums that sought to respond to the report’s findings, and it inspired the

development of the Office of Minority Health in 1986 under the DHHS.

Despite the extensive attention paid to disproportionate Black mortality rates, the call and stated need
for more public health data on people of color emerged as an equally impactful conclusion of the Heckler
Report. The task force stated:

Reliable data are central to measuring progress in public health and are the key to assessing
the current health status of the Nation and measuring health status trends; recognizing both
sources of and solutions to the problems; identifying health disparities between segments of the
population; and targeting efforts directly to specific needs. (Task Force on Black and Minority
Health 1985, 31)

Specifically, the task force revealed that national health data was limited or completely lacking for
Hispanic, Asian American, and American Indian/Alaska Native populations. The Heckler Report made the
lack of data a central focus by noting how it was especially challenging to obtain health information on
racial communities because they are “growing rapidly, changing rapidly, highly mobile, and therefore,
difficult to track yet have greater health problems than nonminorities” (Task Force on Black and Minority

Health 1985, 31). The task force also identified inconsistencies in data collection practices of ethnic and

racial identifiers across different US public health systems.
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In this historic photograph taken sometime in the 1980s shows a laboratorian at the, what was

then called, National Communicable Disease Center (NCDC), entering data into an influenza-
specific database. Data has been crucial to US public health for decades; however, health
institutions have struggled to gather diverse data. Photo by CDC/Unsplash.

Although the Heckler Report effectively used data to debunk the idea that racially minoritized
communities were biologically inferior, hence more likely to get sick and die than White people, it
unwittingly created another naturalizing discourse: Public health data on Black people and other
communities were inherently difficult to collect. This premise shapes the contemporary discussion on
data and health equity that, first, argues for the necessity of racially representative data and, second,
that collecting data on communities of color is a problem that must be addressed to combat racially
disparate health outcomes Thus, the discourse around the drive for race-based data to prove the
existence of health disparities sets up a corollary discussion of the “hard-to-reach population,” an ethnic
or racial community that researchers describe as difficult to reach or involve in public health
programming (Shaghaghi, Bhopal, and Sheikh 2011). It’s this relationship between, what Rinaldo Walcott
(2020) describes as “the positivism of the call for raced-based data,” and the challenges of collecting data

from racially minoritized groups that has given birth to the concept of health data poverty.
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Health Data Poverty

Since the publication of the Heckler Report, the call for more data to advance health equity has grown in
frequency and tenor. In fact, the stakes are even higher for quality data in the twenty-first century where
health information is completely digitized and artificial intelligence is being used in medicine. Health
professionals, including physicians and public health experts, continue to attribute poor health outcomes,
in part, to what is now known as “health data poverty”—the underrepresentation or insufficient inclusion
of diverse populations in the data used for healthcare research, analysis, and decision-making (Ibrahim et
al. 2021). Today, health data—defined as “any of the clinical, biochemical, radiological, molecular, and
pathological information pertaining to a patient that is captured by healthcare professionals and,
increasingly, digitally recorded and stored in electronic patient health records” (Ibrahim et al. 2021,
e260)—is used in a variety of capacities to improve and maintain the health and wellness of individuals

and communities within and outside of healthcare settings.

The value and critical necessity of health data have grown in a digital
healthcare world driven by artificial intelligence.

Healthcare professionals rely on data to diagnose and treat patients as well as to develop and enhance
healthcare services. Just as important, researchers who are employed in the health industry, higher
education, and government collect and analyze data as an element of research methodologies to evaluate
current health trends, identify risks to public health, and collaborate with medical health professionals to
create health equity for diverse populations. Theodora Kokosi and Katie Harron (2022, 1) state, “Use of
information from clinical trials and electronic health records of large populations has the potential to
benefit medical and healthcare research and makes seeking new approaches to data access imperative.”
In addition, everyday people place value on health data across different spectrums and understand it as
essential to health. Individuals use personal devices to track their health data and access their personal
health records to maintain and advance their well-being. Thus, the value and critical necessity of health
data have grown in a digital healthcare world driven by artificial intelligence. According to DHHS, Al
needs “high-quality, clean, and accurate data to fuel the development of algorithms” (CODE 2019, 5).
Like the Heckler Report, a common discursive framework for discussing the need for health data in the
twenty-first century is to provide evidence for health inequities or what has traditionally been defined as
health disparities, which the CDC (2023) defines as “preventable differences in the burden of disease,
injury, violence, or in opportunities to achieve optimal health experienced by socially disadvantaged

populations.”

While the Heckler Report broadly described the challenges of collecting ethnic and racial health data,

contemporary explanations for health data poverty are much more nuanced, and they generally focus on
poor data collection practices relative to communities of color. Historical biases and systemic inequities
around race, health, and data, as described above, have influenced contemporary health data collection

practices, resulting in the underrepresentation of Black, Indigenous, Asian Americans, and Hispanic
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people, marginalized rural White communities, and other underserved populations such as disabled
people. Contemporary clinical data collection methods, for example, may inadvertently exclude or
underrepresent certain racial, ethnic, gender, socioeconomic, and age groups (Carter-Edwards et al.
2023). Other, studies or surveys may primarily recruit participants from specific geographic areas,
institutions, or populations, leading to a skewed representation of the overall population (Khan et al.
2020).

Privacy and consent requirements can also make it challenging to create diverse datasets for clinical
trials and electronic health records. Stricter regulations, ethical considerations, and concerns about data
protection may limit the sharing or use of data from underrepresented communities. Along with this,
disparities in access to digital technologies and healthcare infrastructure can result in limited
participation of certain groups in digital health initiatives or data collection efforts. This can contribute to

a lack of representation of those populations in health datasets.

Like health researchers of the past, health professionals in the twenty-first century have raised the alarm
on how health data poverty poses great harm, particularly to minoritized communities, and can lead to

biased or incomplete findings, which hinder health equity. However, Jean-Baptiste Cazier et al. (2020, 2)

go further, noting that “limited return in actionable health improvement, combined with data becoming
an important tradable commodity has led to an increased mistrust of effort in health data collection:

Populations have begun to feel like a commodity rather than a beneficiary.”

Still, concerns about health data poverty in digital healthcare largely operate off a similar logic found in
the Heckler Report. Machine learning engineers require large amounts of data to develop healthcare
algorithms—"a computation, often based on statistical or mathematical models, that helps medical
practitioners make diagnoses and decisions for treatments and artificial intelligence (Al), to diagnose
patient illnesses, suggest treatments, predict health risks, and more” (Colén-Rodriguez 2023). The
damage, then, that data poverty portends is compounded in a healthcare world dependent on data-driven

decisions and health information that is created and delivered through digital technology.

The consequences of the dearth of diversity in health data and digital
health ... can lead to biased or incomplete insights into health conditions,
treatment responses, and health disparities among different population
groups.

When machine learning engineers use data that does not reflect a cross-section of society, they run the
risk of creating faulty algorithms and Al bias that range from misdiagnosing health issues to creating
digital health technologies that are misaligned with patients’ health needs. For example, “many
algorithms are trained or tested on the International Skin Imaging Collaboration (ISIC) dataset...but lack

images of inflammatory and uncommon diseases, or images across diverse skin tones” (Daneshjou et al.
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2022, 1). The lack of diversity in health data is not isolated to race. Research has demonstrated that some

prediction models for cardiovascular disease are trained on predominantly White male data and may be
faulty in diagnosing women'’s vulnerability to heart attacks (Norori et al. 2021). Therefore, the
consequences of the dearth of diversity in health data and digital health can be significant. It can lead to
biased or incomplete insights into health conditions, treatment responses, and health disparities among
different population groups. This can result in less effective healthcare interventions, produce inaccurate

risk assessments, and engender inequitable healthcare practices.

Though the rationale for finding ways to end health data poverty echoes that of the late twentieth
century, the sheer quantity of data necessary to develop Al has shifted some of the underlying principles
of acquiring more diverse health data (Sehgal 2023). Rather than data sourcing to achieve health equity,
health data for AI may “provide grist for the mill for computer scientists and researchers interested in
developing Al technology” (London 2022, 2). In other words, the desire for data for Al medicine may be
less about solving health disparities on their own and more about developing efficient algorithms. In
scenarios such as this, data has the potential to become a problem and not a path to a well-needed

medical intervention that has the potential to create health equity.

Synthetic Health Data

Machine learning engineers’ recent advocacy for synthetic data as a solution to the data problem in Al
health technology is a significant turn in the overall discussion about health equity. Synthetic data is
artificially generated data that imitates real-world data but does not contain any personally identifiable
information (PII) or sensitive information (Martineau and Feris 2023). Computer scientists and
researchers use algorithms, statistical models, or other computational techniques to simulate data that
closely resembles the characteristics, patterns, and distributions of real data. The purpose of generating
synthetic data is to provide a substitute for real data when it is difficult to obtain or privacy, security, or
legal concerns restrict its use. Synthetic data allows machine learning engineers to perform various
tasks, such as testing and developing algorithms, conducting simulations, training machine learning
models, and performing statistical analyses. A key aspect of synthetic data is that it can include statistical
properties such as distributions of continuous data and correlations between variables that mirror the

original data.

Evolution of AI computer vision technology and natural language processing based on neural engine and
deep machine learning. Video by iStock.com/legan80.

The use of synthetic data in healthcare research and education is far from unique nor is it new. Clinical
educators regularly use simulated cases and patients to teach medical students about the progression of

disease and different forms of treatment (Metcalf, Rossie, and Workman 2020). However, computer

science has made creating synthetic health data much easier. Diverse scenarios, populations, or
situations that may not be readily available with real-world data can be made available through
technology. These custom computer-generated datasets that encompass a wide range of variables,
distributions, and relationships can aid in diagnosis, treatment, and insight into health and wellness.
Most recently, Jason Walonoski et al. (2020) created 124,150 synthetic patients to develop a model of the
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Covid-19 disease progression and treatment for Synthea, an open-source, synthetic patient generator
program led by the Office of the National Coordinator for Health Information Technology (ONC) and
developed by the MITRE Corporation that ran between 2019 and March 2022. Synthea created synthetic
patients with a combination of algorithms and rules that produced SyntheticMass, a dataset that

emulated the medical and demographic features of healthcare data of Massachusetts residents.

The development of generative Al, deep-learning models that can take raw data and “learn” to generate
statistically probable outputs when prompted, has resulted in a full-throated promotion from many in the
machine learning community for replacing real-world data with synthetic data. Much of the technology
responsible for the ability to create synthetic data and that is driving Al chatbots, such as ChatGPT and
Gemini by Google, can be traced to Ian Goodfellow. In 2014, Goodfellow, then a PhD student at the
Université de Montréal, led a group of computer scientists in developing an unsupervised learning
framework, algorithms that are trained on unlabeled training data to learn, predict, or reproduce new
data. This came to be known as “Generative Adversarial Networks” or “GANs” to describe two competing
Al models (the generator and the discriminator) that produced synthetic images (Goodfellow et al. 2014;
2020).

The development of GANs accelerated the sophistication of machine learning, because it does not rely on
human supervision of the data model to learn how to recognize or reproduce data. In the case of
synthetic data, it attempts to reproduce a copy of it. Machine learning occurs as a generator learns what
is real from a discriminator’s classification of real and fake information that is inputted into a computer
system. One of the significant consequences of GANSs is that over time the generator not only gets better
at detecting counterfeit outputs but also at producing things that mimic the “real.” This is both a benefit
and a drawback. Al-generated deepfakes are a known and growing problem that policymakers and tech

developers are scrambling to address.

Some of the optimism surrounding synthetic data’s potential for

diversifying health datasets has been dampened by computer scientists
who claim that GANs and other AI models are not ready for primetime,
noting that they might cause more harm than good at the present time.

Despite the concerns about GANs and other generative models, it has made synthetic data the next big
thing in the tech world. Alexander Linden at Gartner, Inc., an American technological research firm,
predicts that by 2030, the majority of data used for Al and analytics projects overall will be synthetic
(Goasduff 2022). In 2020, The Massachusetts Institute of Technology (MIT) announced the release of the
“Synthetic Data Vault,” “a one-stop shop where users can get as much data as they need for projects”
(Laboratory for Information and Decision Systems 2020). When it comes to healthcare, Mauro Giuffre and
Dennis Shung (2023, 3) state, “The incorporation of synthetic data in healthcare has been lauded for its

potential to circumvent the challenges surrounding data scarcity.” Yet some of the optimism surrounding
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synthetic data’s potential for diversifying health datasets has been dampened by computer scientists who
claim that GANs and other AI models are not ready for primetime, noting that they might cause more
harm than good at the present time. Indeed, generative Al models may work too efficiently in creating
data that too closely matches real-world data. Chief Technology Officer David Talby (2023) at John Snow

Labs, an Al company that works with healthcare and life science organizations to implement Al

technologies across their processes, states, “Synthetic data is often ‘too clean,’ as it lacks the inherent
noise and variability present in real-world patient data.” Therefore, as Talby points out, synthetic data
captures the statistical properties of the original data but fails to include critical elements to
understanding the nuances of health conditions, such as lifestyle and social determinants of health. This
distorts any conclusions that might be derived from the data and, in one instance he cites, clean data

skewed the prognosis of Parkinsonian gaits based on synthetically generated images.

Another obvious but key disadvantage of synthetic data is that it is heavily dependent on the quality of
the real data. If the real dataset contains inaccuracies or biases, the synthetic dataset will likely contain
the same problem. Talby (2023) writes, “Generative algorithms are only as good as the data they are
trained on, and any bias in the source data will be reflected in the generated synthetic data.” Effective Al
models require quality and diverse datasets for machine learning. In this regard, “multi-institutional
datasets that capture a larger diversity of clinical phenotypes and outcomes” are integral to training
generative Al models (Chen et al. 2021, 495). However, Giuffre and Shung (2023, 3) also warn that
synthetic data may “unintentionally disclose identifiable details about individuals or lead to re-

identification, violating privacy, and data protection principles.”

One of the most important and concerning issues about synthetic health data is that there is very little

oversight and standardization over the Al models creating it. lan Goodfellow et al. (2020, 143) note,

“Evaluating the performance of generative Al models including GANs is a difficult research area in its
own right.” Ghadeer Ghosheh, Jin Li, and Tingtin Zhu (2022, 17) write, “Synthetic data generated for

data augmentation in machine learning tasks should be evaluated differently than generating research

purposes or imputing missing values and estimating counterfactuals, which might go beyond the
predictive utility of the data.” In other words, some researchers express concern about the use of
machine learning on synthetic data that may produce algorithms that involve clinical care and treatment

of patients.

Although health data poverty is a pervasive problem that poses challenges to health equity, the questions
that critics pose about Al dispute the argument that synthetic data is the solution to the lack of diversity
in data for Al in medicine and healthcare. Ironically, some of the criticism that has given some computer
scientists a moment for pause in moving forward with synthetic data in healthcare has pushed machine
learning engineers to advance a discourse about efficient algorithms as opposed to one that is centered

on ethics and health equity.

The Ethics of Synthetic Health Data

Despite the early ethical and technical concerns raised by critics, advocates continue to argue that “in

medicine and healthcare accurate synthetic data can be used to increase diversity in datasets and to
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increase the robustness and adaptability of Al models” (Chen et al. 2021, 493). The emphasis on accuracy
means that machine learning engineers have started to establish metrics for measuring the “fairness” of
synthetic data based on whether it is representative of diverse populations. Much of these evaluative
metrics are based on “fairness models” established by the tech community to address “algorithmic bias”
that activists and scholars such as Ruha Benjamin, Joy Buolamwini, Timnit Gebru, Safiya Umoja Noble,
Cathy O’Neil, Rumman Chowdhury, and Seeta Pefia Gangadharan have identified in AI (O’Neil 2023).
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Fairness and efforts to correct algorithmic bias in automated decision processes, according to the tech
industry, have the potential to correct bias in machine learning. Raffale Marchesi et al. (2022) have
created specific computational techniques to mitigate algorithmic bias stemming from health data
poverty, where minoritized patients are underrepresented in training datasets for machine learning.
Based on mathematical calculations that measure covariate-level fairness—different factors such as race,
gender, and socioeconomic status that might affect the outcome—in synthetically generated healthcare
data, Karan Bhanot et al. argue that they have created an “equity metric” to create fair “synthetic
versions of healthcare data [that] faithfully represent diverse minority subgroups” (2021, 2) as well as
“capture the intrinsic trends and patterns in the real data, while simultaneously preserving the privacy of
subjects in all subgroups” (2021, 3). Other researchers have proposed a pipeline method that removes
bias-inducing samples from the training dataset used in generative Al models to increase the likelihood
that synthetic data has little or none of the biased characteristics that might be found in real-world data

(Chaudbari et al. 2022). The number of efforts to establish different metrics for generating fair synthetic

data has sparked discussion among the machine learning community about which approach is more
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productive. However, no real efforts exist, yet, to establish standards for creating and validating the

quality of synthetic health data when it comes to addressing health disparities and, more broadly,

healthcare overall (Gonzales, Guruswamy, and Smith 2023).

In sharp contrast to historical discussions about the need for better health data to address health
inequities, discourse about health data in the context of Al is more focused on computational methods for
making efficient algorithms to assemble and process data. While this may have downstream benefits that
tackle health disparities—though no clear evidence suggests that it does—it has the unintended, but
negative consequence of eclipsing endeavors to develop better data collection practices that have the
potential of improving patients’ relationships with public health workers, physicians, and healthcare
researchers. For instance, the Heckler Report outlined a list of strategies that should be taken to improve
data collection for racially underrepresented communities, including requiring all DHHS agencies to
collect data on race and ethnicity, as outlined by the Office of Management and Budget, and “strengthen
and expand cooperative efforts to train personnel to complete vital statistic records accurately” (Task
Force on Black and Minority Health 1985, 35). The All of Us Research Program, created by the National
Institutes of Health under the Obama administration in 2015, is one of many strategies that built on the
Heckler Report’s efforts to develop better health-data collection practices (“Improving Data Collection”
2018). In seeking to address some of the systemic challenges to acquiring diverse health data, to date,
close to half a million people have completed surveys, agreed to share their electronic health records,
provided physical measurements, and donated at least one biospecimen. Painstakingly, in its goal to
gather health data from over a million people, the All of Us ResearchProgram is guided by a core value
that “transparency earns trust.” In short, the Heckler Report and programs like All of Us recognize that

ending health data poverty starts with people’s relationship to data.

Machine learning engineers’ determination to create synthetic data that
offers all the benefits of real-world data without the messy challenges that
naturally emerge with human-centered data collection processes may
leapfrog over the necessary, albeit tough, steps that result in more
transformative change and potential for improved health outcomes.

In a machine learning world where synthetic health data is privileged over hard-earned data that is the
dint of informed consent, time, and trust, computational processes function as a quick and relatively
easier data collection praxis to fuel Al innovation. More traditional health data collection instruments,
such as questionnaires, surveys, focus groups, patient self-reported data, and medical records, require
time and people. Historically, these data collection practices have challenged efforts to obtain the
necessary data to advance health equity. At the same time, they have often created space for deliberate
and methodical processes that seek to prioritize people’s health needs and more trustful relationships
between the healthcare system and patients. This begs the question of whether generative Al models will

be aligned with real-world data that reflect health priorities to train algorithms rather than data that is
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simply easier to use for machine learning. Consequently, machine learning engineers’ determination to
create synthetic data that offers all the benefits of real-world data without the messy challenges that
naturally emerge with human-centered data collection processes may leapfrog over the necessary, albeit
tough, steps that result in more transformative change and potential for improved health outcomes. Alex
John London notes that “the problems that stakeholders are often trying to overcome through the use of

Al or other computational models are the result of problems that operate at a larger social level” (Bahls

2023). Generative Al models, in this sense, that yield synthetic health data may increase the amount of
tabular information available to researchers and clinicians. However, whether these models will create
useful data that result in transformative health outcomes that move the needle toward health equity

remains to be seen.

Conclusion

Health data poverty, at least for the time being, continues to be a significant problem in addressing
health disparities. Many people in the machine learning community have expressed great optimism about
generative Al models and other technologies’ capacity to create synthetic health data to fill the gap left
by scarce data sources. Because discussions around the potential of synthetic data to address issues of
bias, privacy, and health data poverty are so new, many researchers, healthcare professionals, and
technology scholars are unfamiliar with the topic. Therefore, the ethical issues that surround the
generation of synthetic health data have yet to be fully explored, and it is unclear who will be responsible
for addressing them on a systemic level at this juncture. Technology writer David Gilad Maayan (2022)
predicts that “in many cases, it will be an ML engineer who will make the call—do we need real data, or
can we settle for synthetic data, for a given problem.” However, this does not have to be the case.
Recognizing the critical need for more diverse health data, healthcare professionals, researchers, health
informaticists, and public health workers along with communities of color are working to develop a
variety of tactics to augment and increase health data resources. Central to these approaches are
building trustworthy relationships with Black and Brown communities. Computer scientists and machine
learning engineers must reach out to these individuals and groups as well as to scholars and activists
working to solve algorithmic bias to think through the implications of using synthetic data in healthcare.

Just technology and health equity require nothing less.
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