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ABSTRACT

How can we understand and manage the impact of adaptive algorithms that respond to people’s
behavior and also influence what people do? From predictive policing to video
recommendations, these algorithms shape outcomes including criminal justice, economic
inequality, public health, and social change. This field review provides an introduction to the
challenges of governing adaptive algorithms, whose interactions with human behavior cannot
yet be reliably predicted or assessed. This review is a practical tool for regulators, advocates,
journalists, scientists, and engineers who are working to assess the impact of these algorithms
for social justice.

The review begins by describing areas of social justice impacted by adaptive algorithms. It then
describes human-algorithm feedback, names common feedback patterns, and links those
patterns to long-standing injustices and opportunities for social change. It outlines fundamental
advances that are still needed for effective impact assessment, including new forms of
knowledge, new interventions for change, and governance that involves affected communities.
The review concludes with high-level recommendations for anyone working to assess the
impact of human-algorithm feedback.

In March 2017, when Wilmer Catalan-Ramirez was tackled in his Chicago home by immigration agents,
threatened with deportation, and detained, he couldn’t understand why. The agents had no warrant. He
had no criminal record, and his only encounters with police had been random stops in his neighborhood.
Unknown to Catalan-Ramirez, his name had been added to a Chicago predictive policing system after he
was injured in a neighborhood drive-by shooting (Moreno 2017). This Strategic Subjects List, according
to police, was designed to improve community support. In practice, police targeted people and
communities on the list, trapping them in a cycle of escalating suspicion (Asher and Arthur 2017).
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Actor Jennifer Lawrence was caught in another escalating cycle in 2014 when her intimate photos were
stolen and circulated on the social platform Reddit. As people clicked and up-voted the pictures, Reddit’s
algorithms showed them to even more people, encouraging the algorithm further. When asked about the
experience, Lawrence told Vanity Fair, “It just makes me feel like a piece of meat that’s being passed
around for a profit” (Kashner 2014). Reddit made enough money from the incident to fund its computer
systems for a month (Greenberg 2014). 

Google Searches for “Jennifer Lawrence” on the Google search engine reached its highest all-time
value in 2014 as people looked for her stolen intimate photos.

Could the harms experienced by Catalan-Ramirez and Lawrence have been predicted or prevented?
Advocates have called for algorithm impact assessments to help manage the risks from algorithms. But
unlike detection, risk-assessment, and decision-making systems that are designed for accuracy and
consistency, these algorithms are designed to change over time. When algorithms adapt, their behavior is
hard to predict, fairness is usually unattainable, and effective remedies are even harder to identify—for
now.

Catalan-Ramirez and Lawrence were both victims of feedback between human and algorithm behavior.
Feedback happens when humans and algorithms react to each other in ways that change algorithms
without further involvement from engineers. And this feedback is everywhere—directing law
enforcement, managing financial systems, shaping our cultures, and flipping a coin on the success or
failure of movements for change. Since human-algorithm feedback is already a basic pattern in society,
we urgently need ways to assess the impact of ideas for steering those patterns toward justice.

A Social Justice View of Human-Algorithm Behavior
Conversations about social justice and algorithms often focus on the bias and accuracy of decisions by
algorithms. Bias happens when an algorithm for facial recognition, court sentencing, or credit scoring
tends to mistake or wrongly penalize a group of people on average. Bias is a useful concept for evaluating
judgments that need to be impartial and independent (Barocas, Hardt, and Narayanan 2019).

However, evaluations of bias could not have protected Catalan-Ramirez or Lawrence because adaptive
algorithms cannot be tested for bias—they work like a mirror rather than an independent, impartial
judge. The Reddit ranking system was designed to reflect the most popular content rather than provide
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an unbiased judgment of each picture’s social value. Chicago’s Strategic Subjects List was a popularity
ranking for policing. The system was deliberately designed to direct police toward people who already
had more contact with public services and the police. Since bias applies to impartial judges but not to
mirrors, we need different language to recognize the problems of adaptive algorithms. We also need
different forms of power to solve those problems.

Bias reduction is too small a vision in a world where injustice is the norm. Society would not be better off
if Reddit equally amplified stolen intimate pictures of famous men or if Chicago also overpoliced white
neighborhoods. Instead, we need to imagine a positive vision of a just society and work toward that goal
(Costanza-Chock 2020).
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What do we mean by social justice? In a persistently unequal society built with stolen land, stolen labor,
and stolen opportunity, social justice involves economic justice (McGhee 2021). Criminal and border
justice require reforms to a system that has made African Americans second-class citizens in their own
country (Alexander 2000) and has created an underclass from the undocumented Americans who power
our economy (Chavez 2012). Health equity addresses a history of mistreatment and underprovision of
health resources to marginalized communities (Donohoe 2012; Reverby 2012).
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A positive vision of social justice also includes the institutions of democracy and collective social power.
The right to vote is a cornerstone of justice in the United States, where power holders have continually
suppressed voting rights (Anderson 2018). Beyond voting, collective behavior arises from how people
think and act. That’s why epistemic justice—what people know and believe about others through
communication and media—also forms a basic building block of social justice (Fricker 2007).

As adaptive algorithms orchestrate more of our economy, criminal justice systems, healthcare, and
democratic institutions, a more equitable and just future depends on our ability to understand and
change human-algorithm feedback.

Understanding Human-Algorithm Feedback 
Both Chicago’s predictive policing system and the Reddit algorithm were designed to adapt to the world
around them, observing changing situations and adjusting their behavior in turn. Feedback happens
when adaptive algorithms react to the behavior of humans, who are also reacting to the algorithms.

Investors learned about feedback in 2010, when they lost billions of dollars in just a few minutes. In high-
frequency stock market trading, investors use algorithms to buy and sell thousands of investments per
day. When humans start selling investments rapidly, algorithms can react by selling stocks, too, spiraling
rapidly into a stock market “flash crash” (Virgilio 2019). 

Chicago’s predictive policing system created a similar spiral—but one created by injustice. With each
police patrol, the software was fed new information about who officers met. The software then updated
the list to prioritize people who had more contact with the police. When police followed those
recommendations, the feedback increased policing for communities that were already overpoliced
(Saunders, Hunt, and Hollywood 2016). In the stock market and on the streets of Chicago, harmful
outcomes were caused by a cycle of influence between humans and algorithms.

Feedback can come from one person or a million people. When you use a predictive keyboard on your
phone, your choice of words is shaped by your keyboard’s suggestions. In turn, this personalized software
adapts its suggestions to the messages you write, making your language less creative (Arnold, Chauncey,
and Gajos 2020). Other systems, like Reddit’s rankings, aggregate behavior across many people
(Ekstrand, Riedl, and Konstan 2011). Some systems do both (Li et al. 2010).

Adaptive algorithms do not create injustice on their own, but they do
amplify it when they respond to unjust laws, institutions, or human
behavior.

Adaptive algorithms do not create injustice on their own, but they do amplify it when they respond to
unjust laws, institutions, or human behavior. Reddit did not invent a sexist culture of voyeuristic abuse
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when its aggregator encouraged people to view Lawrence’s pictures without permission. Celebrity gossip
websites also published the images, which were also distributed on file-sharing servers (Sparkes
2014). But in a world where sexism is already powerful and profitable, Reddit’s algorithm poured
gasoline onto the open flame of misogyny.

Because feedback amplifies collective behavior, it can also grow collective power for social change
(Yasseri et al. 2016). In the summer of 2020, when Black Lives Matter activists created social media
hashtags and organized in-person protests (Jackson et al. 2020), aggregators on social media sites
promoted the movement, and journalists responded to the increased attention by changing how they
wrote about police violence (Freelon, McIlwain, and Clark 2016; Zuckerman et al. 2019). When news
media gave more attention to stories about protests and the Black Lives Matter movement, people
adapted, too, showing up at protests in greater numbers and posting about it on social media, influencing
the algorithms further (De Choudhury et al. 2016). These spirals of attention are so powerful that
activists have created special advocacy software to coordinate cycles of feedback during campaigns
(Wardle 2014).

Patterns of Impact from Human-Algorithm Feedback
How can we prevent feedback that amplifies injustice while also using it to create power for change
toward a just society? Experts have proposed impact assessments as a process for governing algorithms
(Reisman et al. 2018). These impact assessments would involve identifying the impacts of feedback,
deciding whether those impacts are good or bad, assigning responsibility, and deciding what actions to
take (Moss et al. 2021). 

Successful assessments start with the ability to identify and name impacts. To identify discrimination by
decision makers, researchers created a measurable statistical concept of “bias” (Becker 1957; Narayanan
2018). Although bias is sometimes used to deflect support for accountability (Daumeyer et al. 2019), it
has also become a basic tool for regulating discrimination (Barocas, Hardt, and Narayanan 2019).

Can we create new ways to assess the impacts of human-algorithm feedback that are at least as useful
and powerful as the idea of bias? Assigning responsibility and providing guidance on change can be
difficult when humans and algorithms are continuously changing (Kitchin 2017). But some patterns of
impact are now common enough that people have started to name them, even if we don’t yet fully
understand how they happen.

Reinforcing
When people worry about feedback trapping people in racist, sexist, or extremist views of the world, they
are concerned about personalized feedback that reinforces a person’s beliefs and behaviors. For example,
algorithms may reinforce stereotypes created by primarily-white media industries that already propagate
images of people of color as violent and dangerous. Because personalized algorithms make each person’s
behavior more consistent with their past (Arnold, Chauncey, and Gajos 2020; Negroponte 1996),
reinforcing algorithms can entrench epistemic injustice and make personal change more difficult.
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Moreover, when teens of color search for media that feature people who look like them, algorithms may
show them more results reinforce dominant stereotypes and compound negative self-images  (Epps-
Darling 2020). 

Herding
When Black Lives Matter activists built a movement through local organizing and hashtags, their
message was amplified in part by aggregator algorithms (Jackson et al. 2020; Resnick and Varian 1997).
These aggregators amplify herding behavior by informing and encouraging people to do something
already popular (Broussard 2019; Salganik, Dodds, and Watts 2006). Even before software
recommendations, adaptive systems like the Billboard charts encouraged people to flock to popular
songs. But herding can be a risk for marginalized groups. When enough people engage in collective
discrimination, adaptive systems such as Chicago’s policing software can further entrench injustice
(Brayne 2020). When discrimination goes viral in the media, the consequences include racial trauma and
further marginalization (Bravo et al. 2019). And in societies that normalize violence toward women,
aggregator algorithms have further inflamed harassment mobs (Massanari 2017; Yasseri et al. 2016).

Suppressing
Advertising markets sometimes learn to violate employment law by showing fewer job and housing
opportunities to women and people of color (Sweeney 2013). If a history of exclusion drives people away
from certain opportunities, an algorithm might learn to hide the opportunity altogether. Aggregators can
also suppress the interests of a minority group in favor of those of a dominant group. On predominantly
white online platforms like Reddit, algorithms have adapted to suppress the views of people of color even
in spaces created by and for communities of color (Harmon 2019; Matias, Szalavitz, and Zuckerman
2017). However, algorithmic suppression can also be a tool in service of social justice, such as when it is
used to reduce the spread of misinformation designed to dissuade people of color from voting (Funke
2018).

Clustering
When people who have never met each other visit similar websites or act in similar ways online,
algorithms can nonetheless treat them as groups. These clusters can be helpful in connecting people with
vital advice and opportunities, such as people with common medical conditions who come together to
advocate for health equity (Wicks et al. 2010). But clustering can also be dangerous when people have
interests that are hateful and violent, and algorithms group them in ways that grow hate groups (Paul
2021; Tufekci 2018).

Dividing
Human-algorithm feedback can further divide society into opposing groups. The power to influence group
dynamics has long been a basic tool for political organizing, whether organizers are building power
within marginalized groups (Squires 2002) or developing broad coalitions for change (McGhee 2021).
With algorithmic polarization, however, groups become more and more socially separated, more opposed
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to each other, and less understanding of each other as humans (Finkel et al. 2020). The role of algorithms
in social division has been hard to study because polarization and racial resentment in the United States
predate algorithms and are maintained by powerful politicians and media corporations that benefit from
conflict and hatred (Benkler, Faris, and Roberts 2018; Nyhan 2021).

Optimizing
Pricing algorithms can reinforce economic injustice when they steer people toward behavior that benefits
others against their own interests. For instance, algorithms designed by Uber prioritize corporate profits
and rider convenience by nudging drivers to take fewer breaks and accept less well-paid work (Scheiber
2017). When these market-management algorithms adapt to the competing preferences of multiple
groups at once—for example, customers, workers, and platform owners—they can further entrench
discrimination, charging higher fares to people who live in non-white neighborhoods (Pandey and
Caliskan 2021). On the positive side, well-designed algorithms could instead optimize for algorithmic
reparations, steering prejudiced societies toward economic justice despite themselves (Abebe and
Goldner 2018; Davis, Williams, and Yang 2021).

Knowing How to Create Effective Change
Impact assessments also need to include recommendations. To make these suggestions, we need usable
knowledge about what kinds of power will lead to meaningful change. That’s a problem because
scientists can’t yet reliably provide that knowledge (Bak-Coleman et al. 2021), although we can describe
what it would look like.

In 2012, when Instagram responded to advocacy groups on mental health, self-harm, and eating
disorders, they faced a herding problem similar to Reddit’s disaster with Jennifer Lawrence’s stolen
pictures. Instagram tried to make users safer by changing its algorithm to restrict harmful searches.
Instead, promoters of self-harm and eating disorders adapted to the changes and gained popularity
(Chancellor et al. 2016). Instagram could change the source code of its software, but it couldn’t change
the code of human culture. In the absence of reliable evidence on effective interventions, activists
unknowingly pushed Instagram to make the platform more harmful to young people.

If we change algorithms without changing underlying behavior, algorithm
policies could fail in similar ways.

Feedback is hard to change because change might need to come from the algorithm, from humans, or
both. It’s an algorithm-specific version of a common problem faced by policymakers. In the mid-twentieth
century, when civil rights activists ended school segregation through laws and court cases, they hoped to
mitigate inequality by changing racist education policies. But policy alone couldn’t change the underlying
racism of American society. Today, more than sixty years after Brown v. Board of Education of Topeka,
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most students of color in the United States attend racially segregated schools that receive far fewer
resources than primarily white schools (McGhee 2021). If we change algorithms without changing
underlying behavior, algorithm policies could fail in similar ways.

Feedback is also hard to change because adaptive algorithms are less predictable than laws or
institutions. Since the algorithms respond quickly to changing surroundings, attempts to change
feedback patterns can have unpredictable consequences. One group of public health experts recently
wrote that “we lack the scientific framework we would need to answer even the most basic questions that
technology companies and their regulators face” (Bak-Coleman et al. 2021, 2). They argued that it’s
currently impossible to tell whether a given algorithm will “promote or hinder the spread of
misinformation” (Bak-Coleman et al. 2021, 2). Some scholars even claim that it might be impossible to
attain general knowledge about how to change algorithm behavior (Kitchin 2017). Other scientists see
this as an advantage, arguing that the consistency of human behavior is the greater barrier to equality.
They argue that if humans cannot end patterns of discrimination, it might be better to end injustice by
giving more power to algorithms (Mullainathan 2019). 

Companies point to these disagreements when trying to avoid regulation (Orben 2020). According to
Facebook’s Nick Clegg, since predictable algorithms respond to unpredictable humans, the company
bears less responsibility for how its algorithms behave. To improve safety, Clegg argues, Facebook
should monitor people more closely and enforce policies on humans rather than regulate algorithms
(Clegg 2021).

So how can we develop the knowledge needed to advance justice and reduce the harms of human-
algorithm feedback? When creating new knowledge, researchers differentiate between general and
context-specific knowledge.

Context-specific knowledge can help advocates and policymakers monitor and respond to problems as
they happen. Tech companies like Facebook use context-specific knowledge when they monitor the
actions of billions of people in real time to decide what content to remove and which accounts to ban
(Gillespie 2018; Matias et al. 2020). But companies have strongly resisted attempts to make these
algorithms transparent. Even if governments required algorithm inspections similar to car inspections,
we do not yet have the testing technology or the staff to evaluate the many adaptive algorithms in use
today.

General knowledge can help advocates and governments develop policy solutions that work in more than
one situation and for more than one algorithm. Computer simulations of how algorithms will behave in
the world, mathematical proofs, and social science theories of behavior might potentially provide this
knowledge. This general knowledge could help people prevent injustice and advance a positive vision
rather than simply monitor and respond to problems as they happen. For example, general knowledge
about the phenomena of self-harm or eating disorders might help guide policymakers to devise effective
interventions that prevent the spread of harmful content. 

Creating reliable knowledge about feedback should be an urgent priority for everyone who cares about
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social justice. Technology makers are introducing algorithms into the world at a massive scale without
the ability to predict their social impact. Without new scientific breakthroughs on human-algorithm
feedback, we face the risk that interventions for social justice could be ineffective or cause even more
harm.

What Can We Do About Human-Algorithm Feedback?
The search for effective interventions is just getting started. Here are some of the most commonly
discussed actions that impact assessments could recommend.

The simplest option is to ban the algorithm. Bans are appropriate when the harms strongly outweigh the
benefits of a system and when no one has (yet) invented a way to manage those harms effectively. In
2020, for example, Santa Clara, California, became the first US city to ban the use of predictive policing
algorithms, citing how they amplify injustice (Asher-Schapiro 2020). But in other contexts, banning
algorithms can introduce new harms. For example, because content moderation algorithms can protect
marginalized groups from hate online, banning these systems for their known discrimination problems
(Davidson, Bhattacharya, and Weber 2019; Dias Oliva, Antonialli, and Gomes 2021) could also expose
millions of people to violence and racist threats. Governments sometimes require algorithm operators to
remove records on harmful human behavior before algorithms can learn from it. This poorly compensated
content moderation work, done by hundreds of thousands of people together with further algorithms, can
take a heavy toll on mental health (Roberts 2019).
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If an algorithm routinely participates in harmful cycles, designers could change the algorithm (Stray
2021). Companies frequently publish claims that they have adjusted their algorithms in response to
public concerns (Bossetta 2020; Hansell 2007). Yet without systematically collected, publicly available
evidence on the effects of those changes, it is impossible to know what those changes have accomplished.

Another way to govern feedback is to exclude people from environments where they might influence an
algorithm in harmful ways. Between 2019 and 2021, Reddit “quarantined” and then banned several
communities with a history of manipulating algorithms to amplify hatred (Isaac 2020; Menegus 2016).
One community of color on Reddit excludes white people from some conversations to protect the
aggregation algorithm from non-Black voices and votes (Harmon 2019). Predictive decision-making
algorithms, when designed and deployed by marginalized communities themselves, often inform these
bans and exclusions (Geiger 2016; yellowmix 2015; Zhang et al. 2018). 

What if researchers could reliably determine the risk posed by an algorithm before putting it into the
world? Potentially harmful algorithms could be tested in the lab before being allowed to enter the market
(Ohm and Reid 2016; Tutt 2017). For example, recommendation algorithms can be tested with simulation
software that mimics people reading a news feed (Ie et al. 2019; Lucherini et al. 2021; Wainwright and
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Eckersley 2021).. As with all lab research, the effectiveness of these tests will depend on how realistic
they are.

When feedback can’t be tested in the lab, one option is to respond to problems after they occur. In April
2021, the Federal Trade Commission announced that it will consider enforcing laws prohibiting unfair or
deceptive practices against companies that produce or use “racially biased algorithms” (Jillson 2021). Yet
the government may struggle to prove deception if an algorithm’s creators themselves can’t reliably
predict how an algorithm will behave. In the stock market, authorities have introduced “circuit breaker”
regulations that monitor markets and temporarily limit or even halt the trading of stocks when signs of
volatile feedback emerge (US Securities and Exchange Commission 2020). Similarly, some governments
shut down the internet entirely during elections when they expect violence or opposition—policies that
human rights advocates widely criticize (Freyburg and Garbe 2018; Howard, Agarwal, and Hussain 2011;
Kathuria et al. 2018; West 2016).

How can we learn about the safety of an algorithm or the effectiveness of a policy in real-world
situations—while still limiting the risks? Field experiments, when conducted with public consent and
careful oversight, enable researchers to audit systems and test policies in controlled circumstances with
as few people as possible (Matias, Ko, and Mou 2016; Rey-Mazón et al. 2018). Since the 1970s,
researchers and regulators have used audit studies to study discrimination by humans and algorithms
(Barocas, Hardt, and Narayanan 2019; Page 2007). Field experiments also provide essential evidence on
which policies are effective and which ones backfire. In one study, for example, a community learned
effective ways to prevent harmful content from being promoted by Reddit’s algorithm—without needing
to alter the underlying software (Matias 2020b).

Might restricting data collection make people safer (Zuboff 2019)? While data governance is an
important policy area, there is no evidence that reducing the information available to algorithms will
steer feedback in beneficial ways. Restrictions in data collection can also lead to color-blind policies that
can hinder social justice in the same way that bans on affirmative action reduce the toolbox of equity
(Bonilla-Silva 2006; Powell 2008). 

Advocates sometimes argue that algorithm operators could prevent problems by hiring diverse teams.
They argue that the technology industry’s history of discrimination (Hicks 2017; Kreiss et al. 2020) has
hindered companies’ ability to protect marginalized groups (Daniels, Nkonde, and Mir 2019). Yet new
employees responsible for ethics and safety can struggle to create changes best led by more senior
leaders, especially if new hires are considered outsiders (Dunbar-Hester 2019; Kreiss et al. 2020; Metcalf
and Moss 2019; Silbey 2009). 

Who Does Governance?
All impact assessments fundamentally include a process of consulting with affected groups to understand
the issues and make recommendations (Moss et al. 2021). Why does it matter who gets a voice in the
process? Debates about governance always involve struggles over who is responsible and who should be
trusted with the power to intervene (Dietz, Ostrom, and Stern 2003; Matias 2015).
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The city of Chicago faced one of these struggles over the Strategic Subjects List—a conflict that involved
government, companies, universities, and citizen groups. The software was initially commissioned by the
city government, developed by the Illinois Institute of Technology, and funded by the US Department of
Justice (Asher and Arthur 2017). But affected communities had to force designers and governments to
listen to them (Neves 2017). The city halted the program in 2020 after years of lawsuits, research studies
documenting its problems, and public pressure (Charles 2020). 

Policy debates rarely include the people affected by an issue, although they have the most at stake and
the greatest understanding of the context. Yet communities do sometimes have significant governance
power, especially when designers give communities tools to adjust and manage algorithms in context
(Matias 2019; Matias and Mou 2018). Algorithm designers also sometimes involve communities in the
design and training of systems (Halfaker and Geiger 2020). In Chicago, researchers and community
organizations coordinated with formerly gang-involved youth to develop an alternative to the city’s
Strategic Subjects List (Frey et al. 2020). Affected communities have also pioneered algorithm
monitoring and accountability, often out of necessity (Matias 2015; Matias and Mou 2018).

Civil society groups also contribute to the governance of algorithmic feedback. Activists and nonprofits
organize to influence governance indirectly through lawsuits, research, lobbying campaigns, and many
other tactics. By telling people’s stories and conducting investigations (Diakopoulos 2014), journalists
create scandals that alert policymakers about problems and pressures companies to change (Bossetta
2020). 

When algorithm operators like Instagram try to manage human-algorithm feedback by changing code or
increasing human surveillance, they are doing governance. Public pressure has also created a market for
risk-management businesses that manage other companies’ algorithm problems. For example, the UK
government is supporting the development of UK-based, for-profit companies to create and rapidly scale
safety-focused technologies (Department for Digital Culture, Media, and Sport 2020). Unfortunately,
algorithm operators and risk management companies rarely evaluate their policies or publish the results,
making it difficult to know if their actions are beneficial (Matias, Ko, and Mou 2016).

Research plays a critical role in governance, alerting people to problems and enabling us to test products
and evaluate policies. But not all research advances the public interest. Governments and corporations
often announce high-profile hires or donate money to universities to deflect criticism while avoiding
making any real changes (Silbey 2009; Weiss 1979). Industry research partnerships can guide wise
decisions, but the public is often (rightly) distrustful of industry-funded research (Johnson 2019). Just as
in food safety and environmental protection, independent research is essential for understanding and
governing human-algorithm feedback (Matias 2020a).
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Creating and sustaining social justice will require powerful coalitions of
advocates, technology employees, researchers, journalists, and
policymakers who combine efforts to understand, reimagine, test, and
change complex systems.

Effective governance often involves conflict between different actors (Dietz, Ostrom, and Stern 2003).
But social movements can also develop collective power across groups. Whether they use the language of
reform, decolonization, or abolition, these movements succeed by organizing many different kinds of
activities for justice (Benjamin 2019; Costanza-Chock 2020; Couldry and Mejias 2020). Creating and
sustaining social justice will require powerful coalitions of advocates, technology employees, researchers,
journalists, and policymakers who combine efforts to understand, reimagine, test, and change complex
systems.

The Future of Impact Assessments
When algorithms and humans adapt to each other at scale, the resulting patterns have powerful
consequences for every part of our lives. For Wilmer Catalan-Ramirez, who was wrongfully detained, it
led to ten months in prison and injuries that could leave him paralyzed for life. For millions of people on
Reddit, it spread a culture of sexism and disrespect for women that is already endemic in society. Yet
feedback is also a basic building block of movements for social change.

Anyone trying to advance social justice should consider these three basic points about feedback and how
to assess its impact:

Impact assessments will fail if they focus exclusively on algorithms without considering the1.
underlying human causes of problems.
Impact assessments can do more harm than good without new kinds of knowledge: both general2.
science to guide policy-making and monitoring systems to spot problems as they occur.
Impact assessments must include affected communities as equal partners in understanding and3.
solving problems.
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