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At the Sixth Annual Meeting of the Pennsylvania Society to Protect Children from Cruelty in 1883,
Reverend Charles E. Ames read from its annual report, arguing that “the statistics contained therein”
offered a “half-told” story. Speaking to a prominent philanthropic audience sympathetic to the work of
child saving, Ames made a calculation, finding that it cost about two dollars to “rescue one child from the
evil influences of intemperance and cruel neglect,” and that the total annual expenditures of the Society

amounted to less than “the cost to the community of trying one murderer.” Through this comparison,
Ames provided a speculative calculus, a grammar,"” that made it “impossible to overestimate the

importance of the work of rescuing children from lives of misery and neglect.”” Exemplifying an early
paradigm of risk prediction, Ames tapped into the public’s emotions while relying on the unique ability of
administrative data to both stand in for capital, and violate philosophical principles of the individual, in

presupposing an unrealized, predetermined future based on others’ actions.

In the child welfare, or family policing, system today, data collection, analysis, and risk-prediction
algorithms play an outsized role in structuring caseworker-client relationships, and practice and policy
decisions. These algorithms are most frequently deployed in the referral and investigation process,
condensing and synthesizing administrative data—data produced from government services—across a
variety of departments. Although marketed as an aide for reporters and investigators tasked with making
high-stakes decisions in a limited amount of time, risk-prediction algorithms frequently come under

public scrutiny for being opaque, or “black boxes,” and making discriminatory decisions due to their data
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disproportionately containing information on Black, lower class, and generally minoritized communities.
In practice, disproportionate representation in datasets produced by discriminatory policies and practices
creates a feedback loop that reproduces the same discrimination through new, purportedly objective,
measures. These information systems’ foundational truth is that administrative data is capable of

representing people and events."

But, as Reverend Ames demonstrates, predicting risk and using data to represent a person, event, or
place in lieu of actual presence and actions is not a new phenomenon. Critical analysis of data-driven
structures today has frequently privileged the contemporary context of risk prediction, resulting in a
computationally specific diagnosis that reifies the algorithm’s potential through calls for accountability
and transparency, but which fails to attend to the foundational contradictions of administrative data. As J.
Khadijah Abdurahman argues, “[d]Jemands for transparency...elide holistic analysis of how governance is

inextricably linked to policing and fundamentally desires to ‘produce [the] truth of the social world.””™

Further, due to the racializing and classed nature of surveillance, enforcement, and child abuse and
neglect definitions, advocating for representative, non-disproportionate datasets threatens to produce an
interpretation of results that fails to acknowledge that the outcome variables these algorithms predict on
will only ever be “found” in racialized and differentialized people and spaces. In effect, this threatens to
verify discrimination as empirically validated and justified through a self-referential equation. As R.
Joshua Scannell argues with predictive policing, “Crime does not exist prior to policing. Policing produces

crime...Policing does not have a ‘racist history.” Policing makes race and is inextricable from it.”*
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Offices of the Pennsylvania Society to Protect Children from Cruelty in the late nineteenth
century. (Source: Temple University Libraries)

I looked to investigate these contradictions through a historical analysis of administrative data. The
field’s definition of administrative data as data produced from service delivery, and as a product of
computational enhancements and policy changes in the 1990s, enabled a political and strategic forgetting
of “the archive.” Importantly, this forgetting failed to acknowledge the fact that computational media are

simulations of physical precedents.”” What my reading here offers is a demonstration of how
administrative data, the information powering data-driven governance today, is unique in its ability to
simultaneously provide a valuation and represent children and families’ social and cultural variables,

through the cost and labor of services that produced the data collected. To contest the grounding

assumptions for how we understand data and documentation today,"” I turned to early child welfare
annual report archives from 1877 to 1923 to better understand the precedents and historical trajectory of

administrative data.



Societies to Protect Children from Cruelty

The contemporary US public child welfare system grew out of a private, philanthropic community that
emerged in the nineteenth century. The organization my research primarily focuses on, Societies to
Prevent Cruelty to Children (SPCCs), arose in the 1870s in response to economic downturns, the isolation

of poor people in the cities, the spread of organized labor, increased immigration, and concerns around
almsgiving to the undeserving poor.”® While placement organizations like Charles Loring Brace’s

Children’s Aid Society™ had existed for decades, and there were legal precedents of adults being
prosecuted for child abuse and neglect, no organization conducted active public surveillance and
monitoring of children and families. These SPCCs took a new approach to child welfare, taking on
investigatory roles, and receiving and providing referrals for placements and services. SPCCs not only

resemble how the child welfare system operates today, but in some cases, like what I discovered in the

Pennsylvania SPCC archives, are the same organizations conducting case management services."” This
makes the child welfare system fairly unique as it has maintained a semiprivate, functionally “neoliberal,”

character since its initial emergence.

The SPCC Annual Report Archives

To understand the origins of administrative data in the child welfare system, I went to the annual reports
of the Pennsylvania SPCC, one of the oldest in the country. I sought to understand how the Pennsylvania
SPCC was utilizing these reports, and the narratives and data contained in them, as a platform, or a
technology for mediating and disseminating information to a reader. As a new organization and

intervention, the SPCC’s annual reports became a crucial technology where officers could communicate

with the public, and define the terms by which child-saving work could be measured."" Further, the
importance of the reports was amplified by the fact that SPCCs relied on a philanthropic public to fund its

para-police activities, through a perforated donation sheet in their opening pages, and requiring the

community to report families to the office."” Throughout the years the annual reports detail a range of
mechanisms for receiving reports and triggering investigations, including children showing up on their
own accord, children being brought to the office, referrals from and collaboration with police, patrolling,
and having neighbors, and witnesses contact the SPCC (in person, by letter, or phone) with complaints.
The annual report, for the Society, prefigured platform capitalism and its mediation of capital, labor, and

surveillance.™

The reports themselves shifted their strategies of representation over time in response to innovation.
Initially centering narratives and reproductions of case notes, they moved to incorporate photographs of
children in the mid-1890s. By the latter half of the first decade of the 1900s, reports centered statistical
tables, averages, and aggregated information. The Society’s record system included information on the
nature of complaints; child’s name, age, and placement; defendants; complainants; witnesses; and case

"4 where investigations were largely interview based."” The administrative data produced from

notes,
investigations was then used both for recordkeeping and for reproduction in the annual report, which

was distributed to organization members and the broader philanthropic community.



Data as Commodity

The Society was explicit in its identification of administrative data as a valuable commodity. In discussing
their data, they routinely infused it with capitalist signifiers and processes of production. Officers

described statistical reports as “of our labors” that would serve as a form of repayment “for the time

spent in its perusal,” contributors’ money, and labor."® The data contained within the annual reports was
explicitly curated, produced for, and with a reading donor in mind. In their 1887 Report of the Board of
Managers, the president and secretary state that they saturate the report with more brutal cases,

irrespective of the fact that those cases are not as representative as their policing of neglect:"”

We have reason to believe that the community becomes more excited and moved to sustain our
work by the report of a single case of physical cruelty, than by the knowledge of the rescue of a
score of children from a life where they undergo more suffering, but of a kind that leaves no
marks upon the surface...We wish it were not so...for then it would be much easier to create
and maintain a public interest in our work, and a more generous support.

For the Society’s officers, the affective and material stimulus they anticipate will be produced from data
on physical punishment is more important than an accurate depiction of the phenomena, even when
cases of neglect led to “more suffering, but of a kind that leaves no marks.” Therefore, they are willing to
exploit particularly brutal cases of abuse by saturating their reports with case file and photographic
reproductions of their observations to prompt more donations. This occurs at the expense of distorting
the nature and scope of their work, and through a logic that renders data and capital exchangeable. The
overrepresentation of abuse also allows the Society to pathologize the parents of children they deemed to
be neglectful and abusive. This move, using words such as “brutal,” “depraved,” and “ancient,” to situate
these families and communities as outside of modernity, allowed the SPCC to intervene in ways otherwise
unacceptable, removing children from their homes and placing them with other families and institutions.
The justification for this intervention was found through the images of child welfare work the Society

curated, necessitating removal and facilitating capital accumulation in the name of protection and

prevention."”
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Front cover of the 1882 annual report of the Pennsylvania Society to Protect Children from
Cruelty. (Source: Temple University Libraries)

For the SPCC, administrative data is an output of labor, and a commodity to be consumed by a reader.
Labor was transformed into information, and the volume and type of information justified and funded
their labor. This information was then packaged in reports and functionally “sold” as part of a call for

donations.

Data as Derivatives

As demonstrated through Reverend Charles E. Ames’ opening remarks, on the flipside of this chain of
equivalences is the child and family being investigated. Ames’ formula imposes a numerical value on the
child, advocating for a preventative approach that would see the child removed from their home in hopes
that this would prevent future, more expensive, criminal behavior. Through Ames’ statement, the Society
projects an image of the neglected child as possessing a dormant criminality that justifies preemptive

child welfare intervention on the basis of savings to the taxpayer. The value of the child is equivalent to



the cost of services they received. Speaking on race, ethics, and value, J. Reid Miller asks, “if what is

determined by race is by definition what is not self-determined, how can it ethically reflect the subject at
all?”"" Here, administrative data, operating similarly to racialization, represents a derivative, a position

on the future that offloads risk onto those in precarious situations.”” Much like today, albeit through
discourse rather than number, the child becomes constructed as a formula of social, cultural, and

economic variables toward understanding probabilities for future, risky behavior.

When looking at this calculus as a whole, without taking away from the particularities of data-driven
technologies, we find a chain of equivalences that demonstrates the conceptual foundation of modern
governance. Labor and information become each other’s condition of possibility. Because their
information was a representation of labor, the information, or administrative data, could be easily
quantified. Further, the information itself represented children and families, and could be evaluative of
future outcomes. In the case of the administrative data from the annual report Ames was reading, this
meant that, financially, it was worth the risk to intervene “preventatively” through the child welfare
system to save the criminal justice system money, at the risk of the preventative intervention being

unnecessary. For the child and family, this derivative calculus forecloses the possibilities of their future,

rendering them risky, traumatized subjects”" beholden to one of two paths: family separation or
criminality. Combined with the SPCC’s semiprivate nature, this positioned their administrative data as
the key tool to attracting investment through emotional data presented to donors and by placing a value
on services provided that offered taxpayers a potential savings in the future through an assumption that,
at least some, abused and neglected children would inevitably become murderers.

Looking Back to Look Forward

Administrative data has emerged as a key site and calcification of power that facilitates how the state’s

surveillance flattens a person’s life to “the case.”””” By looking back, the case of the SPCC troubles the

[23]

naturalization of computation™ and the “newness” of data by challenging the assumptions of an origin

point, and the historical and theoretical inheritances of its grounding system.” The process of data

construction is laden with power differentials, cultural and historical context, and other interests and

affects that manifest within the data.”” As Denise Ferreira da Silva lays out, algorithms have inputs, and
these inputs, or data, are explicitly and preemptively constructed with the form and purpose of matching

[26]

the algorithm, ™ shattering the assumption that data is, or can ever be, raw material. In the context of
the SPCC, we see how labor, the readership, and financial concerns inform the data disseminated and

interpreted rather than vice versa. These ground assumptions of data are a crucial site of contestation as

we continue to jockey and battle the information asymmetry"”” propelling our platforms and worlds

forward.
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